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Abstract High-latitude and subpolar regions like the Gulf of Alaska (GOA) are more vulnerable than
equatorial regions to rising carbon dioxide (CO2) levels, in part due to local processes that amplify the global
signal. Recent field observations have shown that the shelf of the GOA is currently experiencing seasonal
corrosive events (carbonate mineral saturation states X, X< 1), including suppressed X in response to
ocean acidification as well as local processes like increased low-alkalinity glacial meltwater discharge. While
the glacial discharge mainly influences the inner shelf, on the outer shelf, upwelling brings corrosive waters
from the deep GOA. In this work, we develop a high-resolution model for carbon dynamics in the GOA,
identify regions of high variability of X, and test the sensitivity of those regions to changes in the chemistry
of glacial meltwater discharge. Results indicate the importance of this climatically sensitive and relatively
unconstrained regional freshwater forcing for X variability in the nearshore. The increase was nearly linear
at 0.002 X per 100 mmol/kg increase in alkalinity in the freshwater runoff. We find that the local winds, bio-
logical processes, and freshwater forcing all contribute to the spatial distribution of X and identify which of
these three is highly correlated to the variability in X. Given that the timing and magnitude of these pro-
cesses will likely change during the next few decades, it is critical to elucidate the effect of local processes
on the background ocean acidification signal using robust models, such as the one described here.

1. Introduction

Rising carbon dioxide (CO2) levels in the atmosphere are driving increased uptake of CO2 by the ocean,
thereby causing the marine environment to become more acidic and carbonate ion concentration ([CO22

3 ])
to decline. Consequently, saturation states of carbonate biominerals (X) essential for shell-forming organ-
isms are also declining (Caldeira & Wickett, 2003, 2005; Doney et al., 2009; Feely et al., 2004; Orr et al., 2005).
X is defined as the ratio [Ca21][CO22

3 ]/K*sp, where K*sp is the temperature, salinity, and pressure-
dependent apparent solubility product for the aragonite or calcite carbonate mineral phase. Precipitation of
carbonate biominerals is possible when X> 1, with higher values corresponding to conditions more ener-
getically favorable for precipitation (Fabry et al., 2008; Feely et al., 2004; Orr et al., 2005). The intrusion of
atmospheric CO2 and its associated impacts on ocean carbon chemistry has been termed ‘‘ocean acidifica-
tion’’ (OA), and it could have far-reaching consequences for pelagic and benthic calcifying organisms, partic-
ularly in the cold, highly productive coastal waters of the Gulf of Alaska (GOA), due to the higher capacity of
cold waters to absorb CO2 (Mathis et al., 2015). However, the intrusion of atmospheric CO2 is not the only
mechanism that can reduce pH or X in the surface ocean; local processes that drive variability at the
regional level also play a role in the spatial variability of X in association with the global changes associated
with anthropogenic CO2.

Recent field observations (Evans et al., 2013, 2015) have shown that the inner and middle shelf of the GOA
currently experiences seasonal manifestations of corrosive events (X< 1), including decreased pH and sup-
pressed X in response to rising CO2 levels and increased discharge of low-alkalinity, glacial meltwater (Evans
et al., 2014; Reisdorph & Mathis, 2015). While the glacial discharge mainly influences water on the inner
shelf, upwelling brings nutrient and CO2-rich waters that are undersaturated in the calcium carbonate min-
eral aragonite from the deep GOA onto the outer shelf (Evans et al., 2013). Throughout most of the year,
regional winds generate a downwelling circulation, which keeps deeper water offshore. In summer,
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however, these winds relax, which allows undersaturated waters to penetrate the inner shelf, causing the
saturation horizon for aragonite to become as shallow as 75 m (Evans et al., 2013). In addition, remineraliza-
tion of organic matter at depth may further decrease the pH and X in the bottom waters, as this is the case
in other regions (Feely et al., 2016; Siedlecki et al., 2015). Most of the characterization of seasonal variability
of corrosive conditions in the region has focused on the northern GOA shelf and Prince William Sound,
which has limited our ability to project basin-wide changes due to OA. Some recent observations (J. Cross,
personal communication, 2016) include more of the eastern GOA, where the processes responsible for X
variability in the eastern GOA (e.g., freshwater discharge, the degree of downwelling, and local biological
processes) appear to be the same combination, although the relative importance of each is probably differ-
ent. The question is: how important is each process within different regions of the GOA?

These processes are projected to change as the global climate changes over the next few decades. Freshwa-
ter peak forcing is expected to shift to greater fall discharge under IPCC Scenario RCP 8.5 conditions (Hill
et al., 2015). Currently, 47% of the total freshwater discharge into the GOA is derived from glaciers and ice-
fields, with 7%–10% attributed to glacier volume loss (Hill et al., 2015; Neal et al., 2010). Those freshwater
drivers are expected to change to less ice melt, more snowmelt, more rainfall, a change in the timing of the
discharge, and a change from tidewater glaciers that melt directly into the ocean to mountainous glaciers
that feed proglacial streams prior to delivery to the ocean (Larsen et al., 2015). All of these changes have
implications for the total alkalinity (TA) of the freshwater contributions to the GOA, which can influence X.
The more interaction that freshwater has with bedrock and glacial sediments, the higher the TA is expected
to be (Anderson et al., 2000; Brown, 2002). Runoff delivered from tidewater glaciers generally contains lower
TA (400–700 mmol kg21) when compared to runoff delivered from proglacial streams (1,200–1,300 mmol
kg21; Alkire et al., 2015; Anderson et al., 2000; Fransson et al., 2015). In addition to changes in freshwater
chemistry and magnitude, the wind forcing is expected to become less downwelling favorable (Yin, 2005),
while productivity of the basin is expected to decline in the future (Polovina et al., 2010). Each of these pro-
cesses will alter the spatial expression of carbon dynamics in the GOA, which will impact the habitats of
organisms sensitive to pH, X, CO2, or CO3.

The GOA ecosystems and their associated fisheries are some of the most productive and lucrative in the
world, and are composed of many organisms (oysters, mussels, clams, geoducks, crabs, finfish, and pteropods)
sensitive to X or pH and the changes associated with OA (Mathis et al., 2015). While all of these organisms are
important for the GOA ecosystem and ecosystem services, they occupy very different regions of the marine
environment, which are subject to different mechanisms governing that region’s variability in X.

In this work, we develop a well-validated, high-resolution model for X, pH, and carbon variability in the
GOA, identify regions of high variability, and test the sensitivity of those regions to changes in the chemistry
of glacial discharge. In our model calculations for 2009, we find that the chemistry of the freshwater forcing
is an important driver for the regions near the land at the surface. The local winds, biological processes, and
freshwater forcing all contribute to generating the spatial distribution of X in the GOA. Local biological pro-
cesses are the dominant control on spatial variability of surface X in offshore waters of the region, while
freshwater forcing is the dominant control in the nearshore waters. The depth of the X horizon is correlated
with local biological processes in the central GOA and the salinity forcing in the western and eastern GOA.

1.1. Regional Oceanography
The Alaska Coastal Current (ACC) is a buoyancy-driven westward flowing current within 40 km of the coast.
Approximately two thirds of the along-shelf (baroclinic) transport is carried within the ACC, making it the
most prominent circulation feature of the GOA shelf (Figure 1). The current originates on the British Colum-
bian shelf (Royer, 1998) and flows northward through the passages of southeast Alaska, before entering the
Bering Sea through Unimak Pass in the western GOA (Schumacher & Reed, 1980; Stabeno et al., 2002; Wein-
gartner et al., 2005) (Figure 1). It thus spans an alongshore distance of �2,000 km, making it one of the lon-
gest (albeit not continuous; see Stabeno et al., 2002) coastal currents in the global ocean.

A portion of the ACC flows through Prince William Sound (Figure 1; Niebauer et al., 1994; Royer et al., 1990;
Vaughan et al., 2001) and, thus affects the heat, salt, nutrient, and carbon budgets of the sound and its adja-
cent bays (Gay & Vaughan, 2001). This narrow (�40 km), swift, year-round flow is maintained by the inte-
grated forcing of winds and freshwater discharge with seasonally high rates of glacier runoff (Evans et al.,
2014). Both the winds and the discharge vary seasonally, although not in-phase with one another: discharge
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is a maximum in fall and the westward (downwelling-favorable) winds are strongest in winter. The winds in
the winter mix the shelf down to 100–200 m. The runoff contribution to the shelf is massive (�24,000 m3

s21; or 20% greater than the Mississippi River discharge) and in combination with wind forcing affects shelf
dynamics, stratification, nutrient loads, and carbon biogeochemistry. The principal drivers of this shelf eco-
system also vary substantially at interannual and longer time scales (Hermann et al., 2016; Royer, 2005; Sta-
beno et al., 2004; Weingartner et al., 2005), although the variability is poorly understood.

Changes in both the amount of daily light and the depth of mixing initiate an extensive phytoplankton
bloom in spring (late April to early June). Chlorophyll a concentrations can vary from <1 mg L21 in winter to
>30 mg L21 during the spring bloom when surface nutrients are rapidly depleted (Napp et al., 1996; Strom
et al., 2006) and dissolved inorganic carbon (DIC) concentrations are drawn down. The northern shelf is spa-
tially heterogeneous and can be extremely productive, with annual rates ranging from �140 to 300 g C
m22 compared to 48 g C m22 at Ocean Station Papa (Sambrotto & Lorenzen, 1987). The highly productive
nature of the shelf is somewhat surprising because of consistent downwelling throughout most of the year.
A high rate of productivity is associated with the vertical mixing of nutrient-rich water from the GOA or
eddies from the offshore region (Hermann et al., 2009b), due to the low nitrate load in freshwater sources
to the inner shelf (i.e., glacial). Iron sources from coastal runoff also drive productivity in the region; in a gen-
eral sense, the productivity is due to the confluence of high nitrate waters from offshore with high iron

Figure 1. Model region after Hinckley et al. (2009). Diagram showing the nested model grids from Hermann et al.
(2009b). Large grid is from the NEP model and the small grid is the GOA model. Insert is the coastal GOA showing major
current systems as well as the location of the Seward Line in pink.
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waters from inshore (Coyle et al., 2012; Stabeno et al., 2004; Wu et al., 2009). There is significant interannual
variability in the magnitude and timing of these blooms, which are dependent on factors such as the extent
of cloud cover, the intensity of stratification, and grazing (Napp et al., 1996).

As the bloom progresses, large standing crops of phytoplankton can build up over the inner shelf in sum-
mer and dense chlorophyll a concentrations usually appear briefly in surface waters (Brickley & Thomas,
2004; Waite & Mueter, 2013), although subsurface chlorophyll a layers can persist throughout summer.
Nitrate and silicate concentrations decline rapidly, and low levels of primary production are sustained
through the summer by nutrient recycling in the photic zone, by nitrogen fixation, and by localized upwell-
ing and turbulent mixing (Hermann et al., 2009b; Sambrotto & Lorenzen, 1987). During the periods of
relaxed coastal downwelling in summer (more so in some years than in others), the intrusion of subsurface
slope water onto the shelf provides a mechanism for nutrient enrichment in the bottom waters. In winter,
cooling and enhanced winds weaken stratification, causing mixing all the way to the bottom of the inner
shelf and entraining high concentrations of nutrients into surface waters.

All of these observations suggest that the coastal environment and ACC is an important ocean pathway by
which climate signals, dissolved and suspended materials, contaminants, and organisms are advected from
the Gulf and into the Bering Sea (Figure 1). Natural variability in the marine carbon cycle must be quantified
and its causes understood in order to comprehend and predict the response of the GOA marine ecosystem
to natural or human-related perturbations, such as OA.

In this work, spatial variability of the surface X as well as the depth of the X saturation horizon is examined
using a high-resolution regional model for the GOA. In section 2, the methods are outlined, including a
description of the carbon model (section 2.2) and the model simulations (section 2.4). Section 3 summarizes
the results, including model performance (section 3.1) and the results of the spatial correlations (section
3.4). In section 4, controls over spatial variability and potential changes in the future are discussed. Finally,
section 5 summarizes the results. We find that spatial and temporal patterns of local winds, biological pro-
cesses, and freshwater forcing all contribute to generating the spatial distribution of X in the GOA.

2. Methods

2.1. Physical Model Description
The high-resolution model used here is based on the Regional Ocean Modeling System (ROMS; Rutgers ver-
sion 3) (Haidvogel et al., 2008; Shchepetkin & McWilliams, 2005) and is configured for the Gulf of Alaska as
described in detail by Dobbins et al. (2009), Hermann et al. (2009b), and Coyle et al. (2012). The domain (Fig-
ure 1) extends from 488N to 658N with a horizontal resolution of 3 km and 42 vertical levels. The model is
nested within a larger grid referred to as the Northeast Pacific model (NEP; Curchitser et al., 2005; Danielson
et al., 2011; Hermann et al., 2009a). While the same physical model is used in both, the grid differs between
the GOA model and the NEP model as indicated in Figure 1. Tidal dynamics (and the consequent tidal mix-
ing) are included in both models. The model was initialized from a long-term continuous simulation that
began in year 2000, which included all the model fields except for DIC and TA.

2.2. Biogeochemical Model Description
In this work, we couple the cycling of DIC and alkalinity to the existing ecosystem model framework
(Figure 2). The nitrogen budget and planktonic nutrient cycling is described in detail by Coyle et al. (2012),
along with additional evaluation of model performance. The ecosystem model has been used in a variety of
studies in the GOA (Cheng et al., 2012; Coyle et al., 2012, 2013; Hermann et al., 2009a; Hinckley et al., 2009).
The biogeochemical model consists of the following state variables: small phytoplankton (PS); large phyto-
plankton (PL); four different zooplankton—small microzooplankton (MZS), large microzooplankton (MZL),
copepods (C), and Neocalanus (NC); and dissolved nutrients—nitrate (NO3) and ammonia (NH4), detritus (D),
and iron (Fe). For simplicity in the equations that follow, the zooplankton (Z) and the phytoplankton (P)
pools will be combined into a single Z or P reservoir. A list of variables and parameter values is given in
Coyle et al. (2012, Table A2), and a simplified schematic of the state variables and their interactions with DIC
and TA is illustrated in Figure 2. Respiration is termed ‘‘remineralization’’ in Figure. 2 and is represented in
the model. Denitrification is ignored as the oxygen concentrations in the water column in the GOA remains
high relative to other regions of the North Pacific and this model largely ignores sedimentary processes.
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This assumption seems valid given the limited observations existing in the northern GOA indicate denitrifi-
cation is negligible (Haines et al., 1981). The model is written in terms of reservoirs of carbon, and conver-
sion to nitrogen (for TA) is made with the Redfield ratio (106:16; Sarmiento & Gruber, 2006). The time
evolution of DIC and TA is calculated using a modification of the framework of Fennel et al. (2008) as imple-
mented in ROMS v2.2 (see also schematic in Figure 2, and equations below) with modifications for ammonia
cycling and freshwater conditions as outlined below. Definitions and units for all variables are given in Coyle
et al. (2012, Table A2) and the governing equations for DIC are given here, and in the Appendix A (A1) in
the same style as Coyle et al. (2012):

@DIC
@t

5rD2li E;N; Feð ÞP1resp Pð Þ1G Pð ÞZ1advection1diff (1)

@DIC
@t

����
bottom

5
1
Dz

wD
dD
dz

����
z5bottom

� �
(2)

@CO2

@t

����
surface

5
VCO2

Dz
� CO2½ �sol � CO2½ �air2 CO2½ �jz5surface

� �
(3)

where VCO250:31u2 Sc
660

� �20:5
, u is the wind speed at the surface, Sc is the Schmidt number from Wanninkhof

(1992), and [CO2]sol is the solubility of CO2 computed using the formula from Weiss (1974). DIC is consumed
by phytoplankton (P) growth (mi), which is light (E) and nutrient limited (N) and iron (Fe) limited, as described
in Coyle et al. (2012), and is produced by respiration (r, resp) of detritus, phytoplankton, zooplankton, and
grazing (G) of zooplankton. Air-sea exchange of CO2 at the surface also affects the DIC concentration, with
an invasion from the atmosphere increasing DIC and escape from the ocean to the atmosphere decreasing
DIC. Each of these processes is a function of temperature as well. At the bottom, a Neumann boundary con-
dition is assumed with a zero flux so no material leaves the domain vertically.

Alkalinity cycling is affected by many of the same biological and physical drivers as DIC, with the exception
of air-sea gas exchange and the added process of nitrification. The governing equations and in the Appen-
dix A (A2) in the same style as Coyle et al. (2012), for TA are:

@TA
@t

5li E;NO3; Feð ÞP2li E;NH4; Feð ÞP1rD1resp Pð Þ1G Pð ÞZ22 � Nitrif 1advection1diffusion (4)

@TA
@t

����
bottom

5
1
Dz

wD
dTA
dz

����
z5bottom

� �
(5)

where NO3 is the nitrate concentration, NH4 is the ammonia concentration, z is depth, and Nitrif is nitrifica-
tion. More information about these variables can be found in Coyle et al. (2012, Table A2). The uptake of
nitrate versus ammonia by phytoplankton alters alkalinity differently after Brewer and Goldman (1976) and

Figure 2. Cartoon of biogeochemical model for the GOA.
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Figure 3. (a) Annual mean freshwater flux and (b) spatially averaged freshwater flux for 2009. The freshwater flux values
have monthly time resolution.

Figure 4. Observed values of (a) TA and (b) DIC plotted against salinity. Observed values are compiled from 2008 to 2012
Seward Line data, P16 (1991, 2006), and P17 (1993, 2001) cruise data. The two linear fits (blue and red lines) are calculated
using a cutoff salinity value of 32.6 for DIC and 33.6 for TA.
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Goldman and Brewer (1980), as described in Zeebe and Wolf-Gladrow (2001). Alkalinity increases by one
mole in response to the uptake of one mole of nitrate by phytoplankton because the uptake occurs simulta-
neously with the uptake of H1 and release of OH–. Conversely, the uptake of ammonia produces a
decrease of alkalinity for the same reason (release of H1 and consumption of OH–) (Brewer & Goldman,
1976). Nitrification decreases alkalinity through the addition of H1 in the conversion to nitrate (Brewer &
Goldman, 1976). Remineralization and grazing of organic material has the inverse effect on alkalinity.

2.3. Freshwater Forcing
Estimates of distributed freshwater input for the GOA come from monthly values of runoff integrated along
the entire Alaskan coast, as derived by Royer (1982, and personal communication, 1994) from snowpack,
precipitation, and temperature data. Additional point sources of runoff were derived from USGS river data.
More details can be found in Dobbins et al. (2009) and Coyle et al. (2012). Our prior experience with the
CGOA model indicated that for the distributed source, a simple application of all freshwater at the coastal
boundary, while intuitively a more ‘‘realistic’’ application scheme, in practice results in excessive vertical
stratification and horizontal penetration of a thin surface freshwater wedge much further out on the shelf
than is observed (e.g., see Figure 14 of Dobbins et al., 2009). This artifact, believed due primarily to our lim-
ited resolution of shallow estuarine mixing in the CGOA, can be reduced by several methods, including: (1)
artificially enhancing the salinity of the runoff (which violates salt conservation); (2) spreading the source
waters over multiple grid points near the coast (effectively premixing the runoff in the cross-shelf direction,
but otherwise permitting coastal currents to arise as an emergent property of the model dynamics). In the
present work, we utilize the second method. Specifically, the cross-shelf pattern was set using an exponen-
tial taper based on squared distance from the coastline, with an e-folding distance of �30 km (the typical
width of the Alaska Coastal Current [ACC]). This supplies most of the runoff within �4 grid points of the
coastline, with decreasing input further out (and none beyond 30 km of the coastline). Independently, the
climatology of Dai et al. (2009) was used to set the mean alongshore spatial pattern of the runoff. This fixed
cross-shore/alongshore spatial pattern is then used to distribute the aforementioned total monthly runoff
estimates for the CGOA, which are based on measured rainfall and temperature. The spatial pattern is nor-
malized to ensure mass conservation, so that the total runoff is fully distributed over the CGOA during each
month. The spatial pattern and a typical seasonal cycle for this forcing are illustrated in Figure 3.

Figure 5. Observed salinity from the 2009 Coastal uwpCO2 cruise compared to model salinity with a black 1:1 line for
visual reference. (a) The model salinity bias and the linear fit used to correct model salinity values greater 31.9 (red line).
(b) Model salinity after correcting for the salinity bias.
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2.4. Boundary and Initial Conditions
The NEP specifies water entering the domain at the open boundaries. Biogeochemical boundary conditions
were implemented using local empirical relationships with salinity for NO3, DIC, and TA. Boundary and initial
conditions for TA and DIC used observational data from the Northeast Pacific Global Ocean Ecosystems
Dynamics (GLOBEC) Seward Line and from the repeat hydrography cruises P16N and P17N to calculate
robust linear regressions between DIC, TA, and salinity (Figure 4):

S < 32:6 DIC552:4 � S1346:5 (6)

S > 32:6 DIC5155:8 � S23; 005:0 (7)

S < 33:6 TA549:4 � S1588:0 (8)

S > 33:6 TA5173:7 � S23; 596:0 (9)

where S represents the salinity. This regression is comparable to previous salinity linear regressions used for
TA and DIC in the GOA (Evans et al., 2014, 2015). The TA and DIC distributions bend at slightly different

Table 1
Tests for Alkalinity

Experiment
name

TA concentration
(mmol/kg) Comparable systems Reference

Low alkalinity 650 Amazon River, current CGOA inflow, tidewater glacial runoff Devol and Hedges (2001) and Evans et al. (2014)
Intermediate 1,550 Arkansas and Ohio Rivers, Bench Glacier foreland Stets et al. (2014) and Anderson et al. (2000)
High alkalinity 1,950 Yukon River Cooper et al. (2008)

Figure 6. Target diagrams for model variables (salt 5 salinity, temp 5 temperature, NO3 5 nitrate, Omega 5 aragonite sat-
uration state) compared to observed data for all depths. Spring sampling points are colored in black while summer sam-
pling points are colored in red. Comparisons are with the Seward Line data, except for the blue square, which uses
Coastal uwpCO2 data. The symbols show whether the model standard deviation (Normalized RMSD) is larger (X> 0) or
smaller (X< 0) than the observations and whether the model has a positive (Y> 0) or negative (Y< 0) bias. A value within
the black circle of one significantly simulates the variability in the observations.
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salinities as evident in Figure 5, an observation was made by Evans et al (2013, 2015). The regressions used
in Evans et al. (2013) for DIC and TA ended up having different relationships to temperature and salinity for
the region. Similarly, measurements above 33.6 salinity were deep samples collected over the outer conti-
nental shelf and have a steeper TA-salinity relationship (Evans et al., 2015). While the final regressions we
used here had different salinity cutoffs that were associated with those outer continental shelf locations,
the cutoff for DIC is not as distinct as TA. The cutoff could be closer to that of TA, and would require more
analysis to better determine to come to any interesting conclusions. We chose this version as the regression
fit slightly better.

Through initial model testing, we determined that model output TA and DIC were biased high due to a
model salinity bias. This bias of up to 1–2 salinity units was described in Dobbins et al. (2009) and also by
Stabeno et al. (2008) in a ROMS-based Bering Sea model. Because the TA and DIC boundary and initial con-
ditions for the GOA model are derived from linear regressions with salinity, the model salinity bias produces
subsequent biases in model output TA and DIC. To reduce this bias, we calculated a salinity offset used
exclusively for generating the TA and DIC boundary and initial conditions. For this offset, we calculated the
regression between model output salinity and observed salinity collected during the 2009 Coastal uwpCO2

cruise conducted by the NOAA PMEL Coastal Carbon Dynamics and Ocean Acidification research programs
(Figure 5). We used the following robust linear regression for salinity points that were greater than 31.9:

S51:6485 � S0222:2738 (10)

where S is the bias corrected salinity value and S0 is the initial salinity value. For salinity points less than
31.9, we simply reduced the salinity value by 1. This value was selected based on the analysis of Dobbins
et al. (2009) and on a mean model bias of 1.1 for salinity less than 31.9 when compared with the Coastal
uwpCO2 cruise data. This method produced the best overall goodness of fit, compared to alternate meth-
ods of a single linear regression and a piecewise linear regression. The single linear regression significantly
reduced the model bias at intermediate salinity levels (30–32 psu), but overcorrected at subsurface high
salinity values, producing the undesirable effect of homogenizing salinity in the vertical. We also tested a
piecewise linear regression, but this regression produced low R2 values. To reiterate, the salinity offset does

Figure 7. Seasonal mean maps of surface primary production integrated over the surface 200 m: (a) December–February
(DJF), (b) March–May (MAM), (c) June–August (JJA), and (d) September–November (SON).
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not impact the modeled salinity or physical dynamics, only the boundary and initial conditions for the varia-
bles NO3, DIC, and TA. We applied these relationships to generate the initial and boundary conditions of
those variables for the GOA model, by first interpolating salinity fields from as predicted by the NEP model,
subsequently applying the bias corrections, and finally calculating NO3, DIC, and TA using (6)–(9). Initial con-
ditions (at 1 January 2009), as well as boundary conditions for all other model variables, were interpolated
from a long-term NEP hindcast simulation that began in year 1996 (Coyle et al., 2012; Hermann et al.,
2009a).

2.5. Skill Assessment
Opportunistic sampling of the water column commenced along the Seward Line (Figure 1) in the 1970s,
and temperature, salinity, nutrients, and plankton biomass have been systematically sampled at least twice
a year since 1997. Additional observations for the carbon system were added in 2009 to the Seward Line,
which we use as our primary observations for skill assessment. To quantify the overall correspondence
between the observed and modeled fields, target diagrams (Jolliff et al., 2009) were made from profile
observations and colocated model profiles in order to provide a summary of the pattern statistics and
model biases for 2009 only. In target diagrams, the distance from the origin is proportional to the total root
mean squared difference (RMSD). The target diagram indicates if the model’s standard deviation is larger
(X> 0) or smaller (X< 0) than the standard deviation of the observations in addition to providing informa-
tion about the positive (Y> 0) or negative (Y< 0) bias. If modeled fields fall within values of 1 of the RMSD
and bias, each normalized by the standard deviation of the observations, that indicates a better than aver-
age modeling efficiency metric (Stow et al., 2009) and that the observations and colocated modeled points
are positively correlated (Jolliff et al., 2009).

2.6. Experiments
We conducted a sensitivity experiment using three model simulations that varied the value of alkalinity pre-
sent in the freshwater forcing (Table 1). The model was run for 2009 and then the end of 2009 was used to
initialize it again to have a full year of spin-up with carbon variables present prior to establishing a baseline
state and perturbing the state with variable freshwater forcing. Each model simulation was started from an

Figure 8. Seasonal mean maps of respiration (microbial and grazing) integrated over the surface 200 m: (a) December–
February (DJF), (b) March–May (MAM), (c) June–August (JJA), and (d) September–November (SON).
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identical spin-up state. The year 2009 was chosen as the study year due to the availability of high-resolution
carbon chemistry data for model validation and existing physical simulations published elsewhere (Her-
mann et al., 2009b). The ‘‘low-alkalinity’’ scenario is calculated from the zero salinity end-member observed
in river outflow to Prince William Sound (Evans et al., 2014) and is similar in magnitude to TA measured
near tidewater-dominated glacial outflow (Alkire et al., 2015). This experiment is the ‘‘baseline’’ and consid-
ered the most representative of tidewater-dominated glacial outflow to the current GOA system. Two addi-
tional scenarios were tested with increased TA, which would happen with a transition from tidewater-
dominated to proglacial-dominated freshwater runoff. There are currently no projections for the TA concen-
tration in freshwater runoff in the Gulf of Alaska, so we select two values that are substantially greater than
the current end-member estimate (Table 1). The range is still constrained by observed values from major
river systems and glacially fed streams (Anderson et al., 2000; Cooper et al., 2008; Stets et al., 2014). The
results of these experiments will help identify and quantify the importance of this climatically sensitive and
relatively unconstrained regional forcing for X variability in the region.

3. Results

3.1. Model Performance
The model physical and biological variables have been validated in prior work (Coyle et al., 2012; Dobbins
et al., 2009; Hermann et al., 2009b; Hinckley et al., 2009). As noted by Dobbins et al. (2009) and Stabeno
et al. (2008), modeled salinity is biased high by 1–2 psu units in the basin, and is probably the result of the
large-scale NEP model being too salty. The freshwater lens also does not penetrate as deep into the water
column as observed (Dobbins et al., 2009), but the velocities and transport of the ACC compare well with
observations. The biological model experiences higher than observed productivity in the shallow regions
when compared to SEAWIFS, but it is able to simulate a low-nutrient, high-chlorophyll condition for coastal
waters in summer, alongside a high-nutrient, low-chlorophyll condition for oceanic waters (Hinckley et al.,
2009). The cross-shelf and vertical gradients and the seasonal cycle of chlorophyll and nutrients are well
simulated by the model (Coyle et al., 2012) when compared to the Seward Line data sets from spring and
fall of 2009 using the target diagram (Figure 6). All the modeled fields compare well with observations

Figure 9. Seasonal mean maps of surface aragonite saturation state (X) for 2009 (a) December–February (DJF), (b) March–
May (MAM), (c) June–August (JJA), and (d) September–November (SON). Red dots indicate undersaturated conditions
(X< 1).
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except for springtime temperature and nitrate. TA and DIC significantly simulate the spatial and tem-
poral variability in that region of the GOA (within the value of 1 for normalized RMSD and bias on
Figure 6). Spring temperature is biased high but significantly simulates the spatial and temporal vari-
ability in the region. Springtime nitrate is not biased, but simulates more variability in the region than
is observed.

These biases and performance issues translate into the derived carbon variables, such as spring pCO2. Fig-
ure 6 compares the observed X with the modeled values from the Seward Line for both spring and fall of
2009. Overall, the model has good agreement with the observed X (Figure 6). The model is biased high
near the surface (not shown). This bias decreases with depth, and is nearly zero around the depths of the
undersaturation horizon, which suggests that there is more uncertainty in the simulated conditions in the
supersaturated range of X near the surface.

3.2. Seasonal Patterns
The seasonal cycle of 2009 is depicted in a series of seasonally averaged maps in Figures 7–9. Integrated
water column production varies seasonally, and is highest in the summer months and lowest in the winter
(Figure 7). Integrated water column respiration (including microbial, primary producers, and grazers) varies
seasonally with productivity. Respiration in the model is highest in the summer months and lowest in the
winter (Figure 8). The highest values of X occur in the summer (August) and the lowest values occur in the
winter (Figure 9). In the fall months, there is more intense freshwater delivery to the region. Undersaturated
conditions (X< 1) are present in Cook Inlet in the fall and winter, highlighted by the red dots (Figure 9).
This corresponds to a region of high freshwater input (Figure 3). While observations are limited in the Cook
Inlet, a recent paper by Evans et al. (2013) from within Prince William Sound does suggest low X in that
region, which is consistent with the model.

Figure 10. (a) Annual mean map of surface X for 2009. (b) Standard deviation of surface annual average X for 2009.
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The annual average surface X (Figure 10a) highlights some of the spatial variability in the region. First, a
large (nearly an X difference of 1) east/west difference within the GOA exists with the highest values in the
east, and the lowest values within Cook Inlet in the west. The largest monthly variability (standard deviation
�0.5, Figure 10b), or monthly variability, exists in the eastern region of the gulf, which experiences more
freshwater delivery and has the fewest comparable observations. The eastern GOA is also the region with
the highest X near the surface in the summer (Figure 9).

The depth of the X saturation horizon, seasonally averaged, is shallowest in the fall, (September–Novem-
ber, Figure 11d) and deepest in the winter around the shelf break. In the gyre, the saturation horizon
depth is deepest in the spring and summer. The shallowest locations tend to be in the western GOA and
offshore, in the gyre. On average, the depth of undersaturation hovers around 100 m in the region,
which agrees well with observations (Evans et al., 2013; Fabry et al., 2009). Some regions right along the
coast also experience X undersaturation very close to the surface (Cook Inlet), and these regions are iso-
lated from the deeper undersaturated offshore waters, implying a different mechanism driving that spa-
tial trend.

3.3. Alkalinity in Freshwater Sensitivity Tests
Increasing the alkalinity in the freshwater runoff to simulate the transition in glacial contribution of the
freshwater flux mostly impacted the regions closest to land, and surface X. X increased with increasing TA
in the freshwater runoff (Figures 12, 13, and 14). The increase was nearly linear at 0.002 X per 100 mmol/kg
increase in TA. The greatest change was in Prince William Sound and in the eastern portion of the GOA. The
changes in surface X from the freshwater forcing experiments (see Table 1) were as large as the simulated
seasonal variability in the eastern GOA. Within the eastern GOA region, areas that experience the biggest
change from the freshwater alkalinity experiments are areas with low seasonal variability. The alkalinity
from the freshwater forcing similarly increased seasonal variability in areas close to land and also in Prince
William Sound and the eastern GOA (Figures 12, 13, and 14).

Figure 11. Depth of aragonite saturation horizon (X 5 1) seasonally averaged for the modeled region in 2009 for: (a) Decem-
ber–February (DJF), (b) March–May (MAM), (c) June–August (JJA), and (d) September–November (SON). Depth is reported in
meters and only depicted for the upper 250 m. When the horizon is deeper, it is depicted in the same hue as 250. When the
horizon is not present in the water column, the region is white. The black line indicates the 1500 m isobath.
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3.4. Controls over Spatial Variability
Certain regions experience more respiration; in particular, the western GOA experiences more than the east,
and the shallow regions next to the coast experience more than the deeper offshore waters (Figure 8). The
balance between water column integrated respiration and production (hereafter referred to as local biological
processes) influences the depth of X (Feely et al., 2016; Siedlecki et al., 2015). In addition to local biological
processes, both winds and freshwater have been implicated in observational studies in the GOA as important
for the location of the X depth horizon (Evans et al., 2014). In other regions, such as the California Current Sys-
tem, the depth of the aragonite saturation horizon has been shown to be spatially and temporally variable,
with important influences from local biological processes and offshore upwelling (Feely et al., 2016).

Spatially, the patterns of local biological processes, freshwater, and winds are correlated with both the
depth of the X horizon in the model and surface X in the model (Figures 15 and 16). For freshwater influen-
ces, salinity was used, with a negative correlation value indicating that deceased salinity yields a deeper
horizon depth. For local biological processes, a positive correlation indicates that when production exceeds
respiration there is and a deeper horizon depth. For the winds, a negative correlation indicates that a stron-
ger NW (northwestward) wind stress yields a shallower horizon depth.

The X horizon depth is correlated with different processes in different areas of the GOA. Local biological pro-
cesses dominate the western GOA offshore area with a positive correlation indicating that more production
than respiration yields a deeper horizon depth. Along the shelf break, the western and eastern GOA X horizon
depth is dominated by freshwater influences, while the central GOA shelf break area is correlated with local
biological processes. The correlation between the freshwater influence and the depth of the X horizon is posi-
tive, indicating that under 2009 conditions, decreased salinity from runoff yields a shallower horizon depth.

Surface X variability is highly correlated to salinity and local biological processes throughout much of the
region except for the nearshore regions on the central GOA shelf. The correlation between the freshwater
influence and the surface X is positive within Cook Inlet, indicating decreased salinity yields a lower X. Off-
shore the correlation is negative, indicating increasing salinity yields a lower X. Local biological processes

Figure 12. Difference plots between the ‘‘intermediate-alkalinity’’ scenarios and the ‘‘low-alkalinity’’ scenario in terms of
surface X, where a positive value indicates an increase in compared to the ‘‘lowalkalinity’’ scenario for: (a) December–Feb-
ruary (DJF), (b) March–May (MAM), (c) June–August (JJA), and (d) September–November (SON). Surface X is seasonally
averaged.
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dominate the western GOA region with a positive correlation indicating that more production than respira-
tion yields a greater, less corrosive surface X. In the central GOA, a negative correlation indicates that a
stronger SW (southwestward) wind stress yields a lower surface X.

4. Discussion

Observations and model results show that X varies spatially and temporally in the GOA. The proximity of
low X waters at the surface to regional hatcheries, aquaculture, and sensitive rocky intertidal ecosystems is
of interest to local stakeholders, tribes, and ecosystems. The shallow nature of the offshore saturation hori-
zon, and its seasonal variability can cause habitat compression for benthic organisms (like crab) and pelagic
organisms that are sensitive as well. Freshwater chemistry, local biological processes, and winds influence
the modeled X fields. Freshwater brings a different water mass to the region, as described above, often less
buffered in the GOA relative to the oceanic water, with its own distinct chemistry dependent on the contri-
butions from glacial components. Local biological processes contribute in two ways—primary production
draws carbon dioxide out of the atmosphere and into organic carbon, often increasing X. Respiration, con-
versely, returns organic carbon to carbon dioxide in the water column and consequently decreases X. The
balance between these two processes determines the direction of the local biological process contributions
to the spatial variability of X. Finally, winds contribute to the spatial variability of X in several ways. First,
they bring deeper water to the surface through upwelling. Deeper waters have lower X. In the case of the
GOA, stronger NW wind stress yields a shallower X horizon depth. Winds also advect waters with different
signatures of X into a region, including freshwater. All of these processes contribute to the spatial variability
in the region.

In the model, the depth horizon X is correlated spatially with respiration offshore, and salinity or local bio-
logical processes on the shelf (Figure 15). Surface X is spatially mostly positively correlated with salinity in
nearshore waters along the western margin of the GOA and in Cook Inlet, inversely correlated with surface
salinity offshore, and with local biological processes on the western shelf (Figure 16). The distinction

Figure 13. Difference plots between the ‘‘high-alkalinity’’ scenarios and the ‘‘low-alkalinity’’ scenario in terms of surface X,
where a positive value indicates an increase compared to the ‘‘low-alkalinity’’ scenario for: (a) December–February (DJF),
(b) March–May (MAM), (c) June–August (JJA), and (d) September–November (SON). Surface X is seasonally averaged.
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between the important processes nearshore and offshore—mostly in the direction of the correlations, high-
light the important differences between these two environments.

On the shelf, the winds are most important in the nearshore regions, the alkalinity of the freshwater end-
member is more important than offshore, and salinity has a different relationship in the correlations with X
than it does offshore. The relative importance of each of these processes varies regionally. The strongest
correlations in Figures 15 and 16 indicate that the winds experience the highest correlation (closest to 1) of
any of the forcings with the annual pattern of X in the central GOA (SW winds) and the eastern GOA (NW
winds). In the eastern GOA, this is interesting as the flux of freshwater is highest in the GOA in this region.
The alkalinity end-member tests from this work showcased the sensitivity of the same nearshore region to
the alkalinity of the freshwater entering the GOA, with impacts up to 0.5 units of X—nearly as much as the
annual variability shown here (Figure 10b, 0.6 X units). This impact is largest in the fall (SON, Figures 12 and 13).
The relationship between the lower salinity water and lower X is positive (Figure 16) in these nearshore regions,
but reverses direction offshore in the deep basin of the GOA.

In the deep GOA, the X horizon depth is shallowest in the western part of the GOA in the fall (Figure 11).
The correlation map (Figure 15) indicates this western region is most strongly correlated to the balance of
biological processes in the region. This region could be dubbed a hot spot for X because of the persistence
of shallow X depths throughout the simulation year. Regional hot spots for X are influenced by both local
biological processes at depth and the relatively unconstrained chemistry of the freshwater delivery to the
region at the surface. Interannually, the X in this offshore region will vary depending on the balance
between production and respiration.

Figure 14. Difference plots between the (a) ‘‘intermediate’’ and (b) ‘‘high-alkalinity’’ scenarios and the ‘‘low-alkalinity’’ sce-
nario in terms of the standard deviation of surface X over the year as an indication of variability, where a positive value
indicates an increase in compared to the ‘‘low-alkalinity’’ scenario.
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In the future, the peak freshwater forcing is expected to change with climate (Hill et al., 2015). An increase
in fall discharge under RCP 8.5 conditions is expected along with a progression away from ice melt, toward
more snowmelt and rain fall. Some of these changes should impact the OA-sensitive species in the GOA
negatively, but the alkalinity is expected to rise with the changing source of the freshwater, consistent
with the sensitivity experiment performed here, which would have an ameliorating effect. In addition,
the timing of increased fall discharge could decrease the severity of ocean acidification events in the
region. Fall is currently the time with the shallowest X horizon and largest area of undersaturated waters
in the GOA.

Future projections using coarse global climate models indicate that SSTs will become warmer, with winter
temperature anomalies exceeding 1.38C by 2050 (Wang et al., 2010). Productivity is projected to decline
over the next 100 years in the temperate North Pacific (Polovina et al., 2010), and the winds are projected
to become more upwelling favorable at the coast, or a reduction in the magnitude of the downwelling-
favorable winds (Yin, 2005). The reduction of productivity in the region should reduce the role of local bio-
logical processes on the X and further reduce the region’s ability to uptake carbon. However, the productiv-
ity in these projections fails to include the potential increase in iron delivered to the GOA via glacial
meltwater, which could increase productivity. The shoreward extent of the undersaturation horizon is
thought to be driven by the annually integrated downwelling wind stress in the region (Evans et al., 2014),

Figure 15. Spatial correlations at each model point between annual average aragonite saturation horizon depth and (a)
surface salinity, (b) 0–200 m integrated production–respiration, (c) NW surface wind stress, (d) SW surface wind stress, and
(e) the largest magnitude (positive or negative) correlation at each point. Only correlations with a magnitude greater than
0.6 and p-values less than 0.05 are shown. The black contour indicates the 1500 m isobath.
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which would imply the shoaling of the saturation horizon everywhere in the GOA with the reduced downw-
elling wind stress in the future. The regions highlighted here as driven by wind stress are more susceptible
to those projections than others. Our work here suggests that mostly the offshore regions will be influenced
by the changes in the winds (at least for saturation depth), but a sensitivity study focused on the influence
of the winds or a more extensive suite of hindcast experiments would be required to fully quantify the role
of the winds. All of these processes are expected to change in different directions, making changes difficult
to project without a fully coupled simulation.

5. Conclusions

We have presented results from a regional model with regional validation of physical, chemical, and biologi-
cal constituents to separate the physical and biological variability contributing to the spatial variability of X
in the GOA region in 2009. A regional data set has been used to constrain the model with sufficient skill to
capture spatial patterns of X in the GOA coastal ocean. The model was added to an existing circulation and
ecosystem model framework (Coyle et al., 2012; Hermann et al., 2009b). New model elements added to
develop the X model include the coupling of ammonia cycling with inorganic carbon dynamics and fresh-
water forcing of the chemistry, both constrained by local observations.

Figure 16. Spatial correlations at each model point between annual average surface aragonite saturation state and (a)
surface salinity, (b) 0–200 m integrated production–respiration, (c) NW surface wind stress, (d) SW surface wind stress, and
(e) the largest magnitude (positive or negative) correlation at each point. Only correlations with a magnitude greater than
0.6 and p-values less than 0.05 are shown. The black contour indicates the 1500 m isobath.
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Overall, the model results show that:

1. Freshwater forcing is important for the spatial distribution of surface X in nearshore regions populated
with shellfish fisheries of the GOA.

2. The chemistry of that freshwater is not very well constrained, and is expected to change considerably in
the future. This may as much as double the impact of the freshwater forcing on regional X variability.

3. Local winds, biological processes, and freshwater forcing all contribute to generating the spatial distribu-
tion of X in the GOA.

4. Local biological processes dominate the spatial variability controls of surface X in offshore waters of the
region, while freshwater forcing dominates the nearshore waters.

5. The depth of the X horizon is correlated with local biological processes in the central GOA and the salin-
ity forcing in the western and eastern GOA.

Results of the simulation of 2009 depicted the shallowest region for the saturation horizon in the western
region of the GOA, but when broken down seasonally, the eastern GOA experienced the shallowest location
in the summer months. Increasing the alkalinity of the freshwater end-member resulted in higher X values
on the inner shelf.

Future work should focus on interannual variability in freshwater chemistry and discharge in combina-
tion, projecting these changes into the future, and identifying processes responsible for the spatial vari-
ability in retention. Understanding those processes is crucial to our ability to predict future trends in X
in this region.

Appendix A

Equations for the carbon dynamics in the same manner as in Coyle et al. (2012) and the associated variables
definitions in Tables A1 and A2 of that work. Note, advection and diffusion are omitted for simplicity in that
work and consistently, in the equations below as well.
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